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ABSTRACT

Bee colony algorithms are new swarm intelligenoétégues inspired from the smart behaviors of nealeybees
in their foraging behaviofThis paper examines the use of Atrtificial Bee Cgl¢ABC) to train a multi-layer feed forward
neural network for demand forecasting. We use ii; plaper two data sets represent the weekly dematadfor cement
and towels, which have been outfitted by the Sonttigeneral Company for Cement and General Compéapyepared
clothes respectively. The results showed supeyiarittrained neural networks using ABC on neuratwueks trained

using error back propagation because their aliditgscape from local optima.

KEYWORDS: Artificial Bee Colony, Artificial Neural Network, Bmand Forecasting, Evolutionary Algorithms,
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INTRODUCTION

Knowing future better has attracted many peoplétfousands of years. The forecasting methods vastly and
will depend on the data availability, the qualitymodels available, and the kinds of assumptiondenamongst other

things. Generally speaking, forecasting is notasydask and therefore it has attracted many relses to explore it.

Artificial neural network (ANN) has found increagirtonsideration in forecasting theory, leading docessful
applications in various forecasting domains inahgdeconomic, business financial [1] and many méféN can learn
from examples, recognize hidden pattern in hisébrabservations and use them to forecast futureegalln addition to
that, they are able to deal with incomplete infaiiora or noisy data and can be very effective esglgcin situations

where it is not possible to define the rules opstiat lead to the solution of a problem.

Back Propagation (BP) algorithm is one of the nedfgctive methods to train ANN. Any continuous ftion in a
closed interval can be approximated by using a BB Avith one hidden layer. For any complicated systé its samples
of input and output are enough, a BP ANN model thlects the relationships between the input anmgut variants can
be constructed after repeated learning and traifiihgrefore, BP ANN has very strong capabilitiesioflinear modeling

and analysis for huge and complex system [2].

However, since the initial interconnecting weighfsANN are often stochastically given, the learntiges and
final interconnecting weights of the network areréifore changed for different times of trainingaTIs to say, the trained
network is not unique and sometimes the networlsipbsplunges into partial minimum. In additiongetblindness of the
determination of initial interconnecting weightsvals results in too many training times and slowvesgence. These

shortages of ANN seriously impact its precisiomaddeling and effects of application. It is quitecegsary to optimize
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and improve the weights of ANN [3].

In this paper, an artificial bee colony (ABC) haseh used to optimize the weights of ANN for demand
forecasting, and presents an integrated modeldiiabined advantages of both ANN and ABC. As a tgdy, this
model is applied to predict forecast weekly demémodh packed cement and towels, which has beentmafby the

Northern General Company for Cement and Generalgaognof prepared clothes respectively.

The paper is organized as follows: Section 2 lyigftroduces the basic foundations of ANN, and ahiicial
bee colony for training ANN has been proffered @ct®n 3. In Section 4, Experiments and discushewe been created
for an industrial case study. The Comparison betw&®C and BP is given on Section 5. The conclusibthis study has

been presented in Section 6.
ARTIFICIAL NEURAL NETWORKS

Artificial neural networks are one of the most dynaresearch areas during the contemporary pewbith has
attracted the attention of many experts of variscigntific fields. Recent research activities régay to the artificial
neural networks indicated that this method is & ypawerful tool to solve complicated problems undensideration in all
engineering fields [4]. Neural network, similar r@al human brain, has the required ability for ié@y and are able to
utilize the acquired new experiences from new amilar affairs. Although ANNs are not comparablethe real human
brain system, these networks equipped specialrfemtuhich make them privileged in some applicatiabiities such as
separation of patterns and its amenability to léhennetworks by linear and nonlinear mapping wiaréehe learning is
required. Among the artificial neural networks’ figas and abilities, it can be referred to somesgadacluding its
amenability to learning and its adaptability (vevgll to changing or new levels of information) teadable information,
the capacities of generalization, massively pdrglfecessing the network inputs, consequently tekcate processing

time, high fault (noise) tolerance and so on [5].

The configuration of the whole network changes diesgly and adapts very well to changing or new lewoé

information. Moreover, this network is massivelyadkel, robust, fault tolerant and amenable tori@ay.

Artificial neural networks are a system equippedhwparallel processor of accumulation-mass-massive

information and they function similar to a real rambrain. The following principles represent theMg\basics:
» Data are processed in the singular units namede'hod
e The signals are transferred between nodes throaghection lines.
» The weight attributed to each connection linesdat#id the communication capacity of that line.

* Each node typically has activation and transfecfioms, in order to specify output signals fromungata of the

network[6].

The structure of artificial neural networks is oduced by connection patterns between nodes, aotheth
determining the connection weights and activationcfion. The typical structure of artificial neunaétwork has been
usually formed by input layers, middle (hidden)desyand output layers (Figure 1). Input layer igaasfer layer, a means
for providing data. The last layer (output layertludes the predicted values by the network, wherebepresents the

output of the model. Middle (hidden) layers consfstsome processing nodes, where data is procgsked
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In this study, we have used nel network with one hidden layer. In time series asiglyth¢ determination of
number of input nodesvhich are lagged observations of the same varigithys a crucial role it helps in modeling the
autocorrelation structure of the data. determination of number of output nodssrelatively easy. In this paper, o
output node has been used and nsitp ahead forecasting has been done the iterative procedure as used in -
Jenkins method. Thisivolves use of forecast value as an input fordasting th future value. It is always better to sel
the model with smalhumber of nodes atidden layer as it improves the out of themple forecasting performance ¢

also avoids the problenf over fitting [7].

Input Hidden Output
Layer Layer Layer

}!

Figure 1: Structure of Neural Network

The general expression for the final output valimes multi -layer feed forward neurinetwork is given by

y = g(Zo wif(Z2o visx)) 1)

where f and glenote the activation function at hidden and oulgyer respectivyy, p is number of input nodes,
is the number of hidden nodes; (s the weight attached to the connection betwet input node to the jinode of hidden
layer, w; is the weight attached to the connection fron hidden node to the output noded Xi is the ith input of the
model. Each node of the hidden layer receives thighted sum of all inputs including a bias termdrich the value o
input variable will always take alue one. This weight sum of input variables is then transformedeach hidden node
using the activation functioh which is usuallynonlinear sigmoidfunction. In a similar fashion, the output nodeo:
receives the weighted sum of the output ofhidden nodesnd produces an output by transforming weighted sum
using its activation functiog. In time series analys f is often chosen as logistic function egas an identity function. For
p input nodesq hidden nodes, one outpnode andiases at both hidden and output layer, the tatalber of paramete

(weights) in a three layer feed forward neural nekwsq(p + 2) + 1 [3].

For a univariate time series forecasting problpast observationsf a given variable serves as the in

variables. The neural network model attempt to thagfollowing functiol

V41 = f(yt'yt—ll 'J’t—p+1'W) + Ev1 (2)
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Wherey,,, pertains to the observation at tie 1, p is the number of lagged observatian,s the vector of
network weights, and,,, is the error term at time+1. Hence, the neural network acts like non-lin@atoregressive
model [7].

ARTIFICIAL BEE COLONY

By simulating the forging behavior of bee coloniestificial bee colony (ABC) algorithm, which is swarm
intelligence-based optimization algorithm, was megd by Karaboga in (2007) for numerical functigirmization [14].

The main steps of ABC algorithm can be describeidlésvs.

Initialization

Repeat
Employed bee stage: Place the employed bees dadtiesources in the memory.
Onlooker bee stage: Place the onlooker bees dioddesources in the memory.
Scout bee stage: Send the scout bees to the sraecfor discovering new food sources.
Until (conditions are satisfied)

In ABC algorithm, the colony consists of three ldnaf bees: employed bees, onlooker bees and seest Hlalf
of the colony is employed bees, and the otherikalhlooker bees. The employed bees explore tha $oarce and send
the information of the food source to the onlookees. The onlooker bees choose a food source toitelpsed on the
information shared by the employed bees. The sbeet which is one of the employed bees whose faancs is
abandoned, finds a new food source randomly. Thsitipo of a food source is a possible solutionhte bptimization
problem. Denote the food source number as SN, dsd#tipn of the ith food source as xi (i =1... SN),ialhis a D

dimensional vector [12, 13].
In ABC algorithm, the ith fitness value i fit forrainimization problem is defined as [13]:
1 iff, > 0
fitiz{/(1+fi)ll_ 3)
1+ abS(fl)lffl <0
Wherdis the cost value of the ith solution? The prohgbthat food source being selected by an onlodiesr is

given by:

fit; )

Pi= S5 e,

A candidate solution from the old one can be gdrdras:
vij = Xij + &y (xi5 — Xg) ()

Wherek € {1,2,...,SN}, k#i] andje€ {1,2,..,D} are randomly selected indio¢§,e[—1, 1] is a uniformly

distributed random number. The candidate solutioaoimpared with the old one, and the better oneldhme remained
[14].

If the abandoned food source is xi, the scout bptis a new food source according to:
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Xij = Xminj T rand(otl)(xmax,j - Xmin,j) (6)
Wherex,,,,; andx,,;, ;are the upper and lower bounds of the jth dimensfdhe problem’s search space [12].
USING ABC TO OPTIMIZE ANN

The key problem to do the time series forecastsigguArtificial neural network is restructure theasured data

and establish the function relationship betweetimpneary observation data and subsequent data.

Training process begins by entering data into teewvark, these data composed of two parts: the fiest
represents the independent set (Input variabled)ttas second part represents the dependent sgét(tzariables), these

two sets together are modeled by a matrix, whiphagents the inputs data of the network. The mé&trix can be written

as follows:
[ X1 X2 Xy Tpaa ]
x X cee X T
X = :2 :3 .p+1 ] p+2 ()
Xn-p Xn—p+1 o Xner Ty

It should be noted that all the input training dstt@uld be normalized first, suitable embeddingeatision should
be calculated; and then training and testing sasngd@ be established and normalized. The normafiettod is shown in
eqgn. (4).

2= 2= (H&) -1 (4)

Xmax~Xmin

Where x is measured data and y is normalized dataax and x min are the maximum and minimum vahfes
the measured data. In many cases, the preparedaddtze training contains high values. So, it iways advisable to
normalize the inputs and outputs of the networkeawithin the range [-1, 1], and this normalizatlas many advantages

such as:
« Allinputs become convergent values and thereforaat dominate the entrance to another.

* The normalization values make training faster Aje following steps can describe the general stépsaining

ANN using ABC

Create Initial Food Sources

In order to optimize the initial weights of the malunetwork, all layers of feed forward neural netkvweights
and bias should be encoded as food source stryétignere 2.). Due to the neural network weights bia parameters are
a complexity continuous optimization problem, itpspular to use traditional real encoding methow] his also will
affect the accuracy and computational efficiencewdlution algorithm, because this encoding methaits for large span
and high precision artificial bee colony. All lageof neural network weights are encoded to ABC feodrce in
accordance with order. Each food source consist wéctor of N weights were generated randomly ftbe uniform
distribution in the range [-1, 1]. The total numlbémeights of(p, g, 1) ANN model is;(p + 2) + 1.
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Figure 2: The Food Source Structure
Fitness Evaluation
The fitness function value is the reciprocal vatdieerror sum of squares. The fitness function issodered as
formula (5).

n o2
MSE = Zi= 0190 )
n

Search Mechanism

It is well known that both the exploration and eifdtion abilities are necessary for the populatimsed

algorithms. How to balance these two abilitiesdhiave good optimization performance is very imaott

In ABC algorithm, the employed bee stage reprastird exploration ability of the algorithm, and thrdooker
bee stage represents the exploitation ability efalgorithm. The search equation proposed in ABforihm is good at

exploration but poor at exploitation, so that ithaffect the convergence speed of the algorithm.

Inspired of PSO [5], in order to improve the exltion ability of ABC algorithm, take the advan&sgof the
search equation in PSO, the global best solutidnbeiconsidered in the new search equation inotileoker bee stage.

The modified search equation in onlooker bee stagescribed as follows:
viy = x5 + ¢y (x5 — x19) + 95(y; — xy)) (6)

Where ke{l, 2... SN} is a random selected index which ifedent from ij € {1,2, ..., D} is a random selected
index, yj is the jth element of the global besiui;'oh,<1>ij =(—-1,1),9; € (0,1.5), are both uniformly distributed random
numbers.

Differential evolution (DE) [4] is a population $&d algorithm to function optimization, whose msirategy is
to generate a new position for an individual bycakdting vector differences between other randoselgected members in
the population. “DE/current-to-rand/1” is a variaDE mutation strategy, which can effectively maimt@opulation

diversity according to randomness of the searclatmu Motivated by “DE/current-to-rand/1"mutatistrategy and based

on the property of ABC algorithm, a new search éignan employed bee stage is proposed as follows:
viy = Xy + ¢y (x5 — Xig) + €5 (Xe1j — Xr2) (7)

Wherd)ij,ci]- € (—1,Dand € {1,2,...,SN},j € {1,2, ...,D},r1,r2 € {1,2, ..., SN}andr1, r2 # i, (I)i].,cijare both

negativeor both positive, which can keep the sedi&ttion the same.
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In general, inspired by DE and PSO, the new seagciation and search mechanism are proposed tockatae
exploration ability and exploitation ability in AB@lgorithm. In the employed bee stage, search egquéf) is used to
keep the exploration ability of ABC algorithm; wéjlin the onlooker bee stage, search equations(@niployed to
increase the exploitation ability of the algorithRigure 3 shows how to train ANN using ANN.

/ Fituoh
——{ Data Set -

Function

Input
ANN JC:
Outr.:rut

N /

!

udiam
ft

§

Figure 3: How to Train ANN Using ABC
Stopping Condition

The purpose of training artificial neural networksing ABC is to get balance between the corregaeses to
training samples as well as good responses foramry samples (i.e. the balance between remembariddorecasting).
This training process is not supposed to contimutd we get to the smallest value of MSE, but ihadetermine by a

stopping condition.

So, the data were randomly split into two groupsrduthe training process (training group and testjroup),

these two groups are independent and there isyhoarelation between them.

The algorithm will continue in training and improg the weights, it depends choose weights on theubof the
use of the test set error, in each iteration, therezalue of the square of the group training artést account and as long
as the error to set the test decreases the trapriogess will continue, and when it begins to iasee the network
remembering the training samples and after solitlege its ability to predict, and at this poimds the training process.

Figure 4.showsthe best time to stop training praces
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Figure 4: The Best Time to Stop Training

In this paper, we stopped training process at tliecé the evolutionary algorithm iterations andrtlehoose the

specific weights group that gave less square éordhe group to be a test weights

EXPERIMENTS AND DISCUSSIONS
Data

Two data sets—the packed cement data and the tosadbs—are used in this study to demonstrate the

effectiveness of the ANN optimized by ABC to forstthe demand.

The packed cement series we consider contains ¢le&lydemand data for packed cement from 02.01.2607
05.01.2013, giving a total of 315 observations. @ata are plotted in Figure 5.

The towels series contains the weekly demand aathagnd towels, which have been produced by theefaén
Company of prepared clothes. The data are plotteeigure 6. The data set has 104 observationsegmonding to the
period of 12.01.2011 to 09.01.2013.
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Figure 5: Time Series plot for Packed Cement
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Figure 6: Time Series Plot for Towels

To assess the forecasting performance of diffemdels, each data set is divided into two sampldsaaing
and testing. The training data set is used exadsifor model development and then the test samsplised to evaluate the

established model. The data compositions for tltedata sets are given in Table 1.

Table 1: Sample Size Sample Compositions in Two DmBets

Series | Sample Size| Training Set Size | Test Set Size|
Cement | 315 240 75
Towels 104 78 26

The Network Architecture

As indicated earlier, a three layer feed forwardraknetwork model has been used for this papso, thie logistic
and identity function have been used as activdtiontion for the hidden nodes and output node respy. In designing

ANN for forecast, one must determine the followiragiables:
e number of input nodesp
* number of hidden nodesq

The selection of these parameters is basically lprobdependent. Although there exists many different
approaches such as the pruning algorithm, the patjed algorithm and genetic algorithm for findinget optimal
architecture of an ANN, these methods are usuallieqcomplex in nature and are difficult to implerheln this study,
genetic algorithm is used to optimize the struceaeh network [10]. The maximum number of the nadeke input layer
will be 10 and the maximum number of the nodesha idden layer will be 15. To determine the optisteucture for
each series in terms of the number of the inpueaathd the number of the nodes in the hidden layewre used the
learning algorithm of the network and transfer fimt, the capacities of the optimizing genetic aildpon available in
Neuro Solutions Software. The best structure anmoagy runs for packed cement data was [7, 9, 1]fantbwels was
[10, 5, 1].
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Training and Forecasting

Artificial bee colony is a population based seaethnique that finds the best solution in the deamace. The
error surfaces for neural networks are much irr@gaind contain several irregular geometries. Hefarethis study
(NColony=100, Ngen=1000, Limit=30) have been usedtfaining the neural network. As indicated easlieach food
source is associated with two parameters: pos#iwh velocity. Initially, we randomly distribute fdasources in several
nodes of the search space. Each data point isiassbavith a location and a velocity. All these aedn the domain
represent a neural network model. The optimizagigperiment was run 50 times with different init@lues for position

and velocity in order to record average and thé Vedse for performance measures.

The forecasting ability has been assessed witteot$p two common performance measures: the measares
error MSE and the mean absolute deviation MAE. ifean square error measures the overall performafncamely 6
weeks ahead and 10 weeks ahead respectively. Balehftom (2-3) indicates the best MSE and MAE Hase 50 runs
for different training algorithms relating to a émasting data series, which are. Mi&E andMAE were observed to assess

the consistency of the performance of differenbatgms.

Table 2: Forecasting Comparison for Packed Cement&a

Method 6 Points Ahead 10 Points Ahead

MSE MAE MSE MAE

ABC 7.992*10 | 764.64 | 1.248*1D| 965.5
Leven berg-Marquardt  9.382*10] 854.44 | 1.566*10| 1068.5

Table 3: Forecasting Comparison for Towels Data

Method 6 Points Ahead 10 Points Ahead

MSE MAE MSE MAE
ABC 1868.27 108.31 2801.59 127.80
Leven berg-Marquardt| 2169.65 113.19 3060.82 130.3

DISCUSSIONS

Results clearly show that both ANN based trainilggpiathm provide better forecasting ability withspeect to the
best MSE and MAE across all the two forecastingizoms. In packed cement forecasting, the best M8kev of
7.992*105was obtained in case of ABC as comparethéobest MSE value of 9.382*105 for Leven berg-tardt
algorithm for 6 weeks period. With the ABC trainalgorithm, we obtained 17.39 %, and 25.27 % deer@aserms of
MSE over the standard back-propagation trainedateatwork for 6 weeks and 10 weeks ahead forecasgectively. In
terms of MAE, ABC provided 10.5098% and 9.63 % dase as compared to usual back propagation algofih 6

weeks and 10 weeks respectively.

In towels forecasting, the best MSE value of 188®&&s obtained in case of ABC as compared to theNdB&
value of 2169.65 for Leven berg-Marquardt algoritfon 6 weeks period. With the ABC trained algorithwe obtained
16.13% and 9.25% decrease in terms of MSE ovesttiredard back-propagation trained neural networlé fareeks and
10 weeks ahead forecasts respectively. In terndAd, ABC provided 4.50% and 1.941% decrease as apewpto usual

back propagation algorithm for 6 weeks and 10 wee&pectively.

Further, neural network model based on ABC unifgrpiovided better forecasting accuracy than Levergb
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Marquardt with respect to mean and the best valysedormance measures across all the two forewpstorizons (As
seen in Figure 7). It has been observed that trennaalues of MSE and MAE were always high for AB&éd training
algorithm as compared to standard back propagatdmng algorithm. The prediction ability of alie training algorithms
deteriorated with the increase in forecasting mksriwhich is obvious. Because of this reason nexatlork based models

are preferred for short term forecasting.

x 10°
—=— Real Data

1.7

Figure 7: ABC and BP Forecasting of Packed Cemenbf 6 Weeks
CONCLUSIONS

Time series analysis and demand forecasting areeactsearch areas over the last few decades. &martl
forecasting is fundamental to many decision prazessnd hence the research for improving the effeotiss of
forecasting models and algorithms has never stodpetthis study, an effort was made to assessdbecésting ability of
ABC to train a multi-layer feed forward neural netl with a real demand time series data. ABC alaitg Leven berg-
Marquardt algorithm was used to train the neuralvoek. Results showed that ABC based training algor provided
better forecasting ability with respect to the hdSE andMAE across all the two forecasting horizons and fahedata

series.
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